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Abstract: 5G, the fifth-generation mobile network, is predicted to significantly increase
the traditional trajectory of energy consumption. It now uses four times as much energy
as 4G, the fourth-generation mobile network. As a result, compared to previous genera-
tions, 5G’s increased cell density makes energy efficiency a top priority. The objective of
this paper is to formulate end-to-end power consumption models for three different 5G
radio access network (RAN) deployment architectures, namely the 5G distributed RAN,
the 5G centralized RAN with dedicated hardware and the 5G Cloud Centralized-RAN.
The end-to-end modelling of the power consumption of a complete 5G system is obtained
by combining the power models of individual components such as the base station, the
core network, front-haul, mid-haul and backhaul links, as applicable for the different ar-
chitectures. The authors considered the deployment of software-defined networking
(SDN) at the 5G Core network and gigabit passive optical network as access technology
for the backhaul network. This study examines the end-to-end power consumption of 5G
networks across various architectures, focusing on key dependent parameters. The find-
ings indicate that the 5G distributed RAN scenario has the highest power consumption
among the three models evaluated. In comparison, the centralized 5G and 5G Cloud C-
RAN scenarios consume 12% and 20% less power, respectively, than the Centralized RAN
solution. Additionally, calculations reveal that base stations account for 74% to 78% of the
total power consumption in 5G networks. These insights helped pioneer the calculation
of the end-to-end power requirements of different 5G network architectures, forming a
solid foundation for their sustainable implementation. Furthermore, this study lays the
groundwork for extending power modeling to future 6G networks.

Keywords: 5G; 6G; base station; energy efficiency; power models; RAN architectures; SDN

MSC: 68U01

1. Introduction

The excitement surrounding 5G and 6G technologies has been stoked by promising
features including a historically high data throughput of 20 Gbps and a low latency of 1
millisecond [1]. According to recent projections [2], there may be up to 100 billion con-
nected devices by 2030, and 5G networks may be able to handle data that is up to 1000
times better than 4G. However, there is a price to pay for the improvements in 5G and 6G
networks. The primary constraint for 5G/6G systems is energy efficiency. According to
[3], if energy-efficient installations are not taken into consideration, 5G networks run the
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danger of using 140% more energy than a 4G network with a comparable coverage area.
The primary cause of this increased power consumption is the higher density of base sta-
tions (BSs), antennas, cloud infrastructure, and user devices. According to [4], it is essen-
tial to prioritize energy efficiency and develop new strategies that address the entire net-
work holistically. This includes planning, deployment management, and optimization to
support the growing number of 5G connections and their stringent requirements.

A detailed analysis of mobile network power consumption by [5] revealed that BSs
account for approximately 57% of the total network power usage. Additionally, [6] high-
lighted that power amplifiers contribute between 50% and 80% of the power consumption
within BSs. Moreover, [5] highlighted that the BS, which includes the radio access network
(RAN), is the most energy-intensive component of a mobile network. Mobile switching
and the core network come in second and third, respectively. According to the Interna-
tional Telecommunications Union (ITU), energy efficiency is now one of 5G’s primary
competencies because of the considerations [7].

There are a number of gaps in the body of knowledge about 5G networks” power
consumption. The majority of studies have concentrated on the amount of power used in
a single 5G network section. For example, different models of power consumption for 5G
BSs and mid-haul links based on mMIMO (massive multiple-input multiple-output) were
examined by [4,8,9]. Ref. [10] developed models for the power usage in virtualized RAN
settings, offering an alternative viewpoint. By concentrating on software-defined net-
working (SDN) technology, [11-14] investigated various strategies to optimize energy
consumption at the core network level. However, [15] compared various backhaul com-
munication architectures based on their power consumption models. On the other hand,
the authors are unaware of any previous studies that have attempted to calculate the end-
to-end power consumption of 5G networks by aggregating the power consumption at
various 5G network segments. Also, much of the previous research has only looked at one
or two particular 5G network topologies. Therefore, studies comparing the end-to-end
power consumption of various 5G network topologies, both centralized and decentral-
ized, are currently lacking.

This paper seeks to fill the aforementioned knowledge gap by delving deeply into
the topic of 5G mobile networks” power usage across all of their constituent parts. Some
research has developed models of 5G network power usage (see Section 2 for details);
however, these studies have often focused on a small subset of the network. To be more
specific, no prior work has considered all aspects of 5G networks, from the radio access
network (RAN) to the core network, in order to produce a comprehensive model of power
usage. As a result, this study bridges these gaps using different 5G deployment architec-
tures. Therefore, the primary contributions of this paper are as follows:

e  The development of end-to-end power models for three types of 5G network config-
urations: 5G Distributed RAN with mMIMO technology, Centralized 5G RAN with
the CU deployed on dedicated hardware (similar to 5G Cloud D-RAN), and 5G
Cloud Centralized-RAN with virtualized Distribution and Control units.

e  The formulation of new equations for the end-to-end power consumption model of
the three different 5G network scenarios, incorporating components such as BSs with
mMIMO technology, front-haul, mid-haul, backhaul links, and the core network.

e A comparative analysis of the end-to-end power consumption of the three types of
5G network configurations, using realistic power consumption figures for the various
components.

e Insights into the RAN architectures of 6G and the potential application of the pro-
posed 5G power models in future 6G RANSs.

The experiments and simulations conducted revealed that the 5G decentralized sce-
nario exhibited the highest energy consumption. In contrast, the centralized 5G RAN and
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5G Cloud C-RAN scenarios consumed 9% and 15% less power, respectively, compared to
the decentralized scenario. The study also demonstrated that BSs generally accounted for
approximately 74% to 78% of the total power consumption in 5G networks.

The remainder of this paper is organized as follows: Section 2 reviews recent related
works. Section 3 provides an overview of 5G networks and the end-to-end power models
for the three different 5G architectures, derived by combining equations from various net-
work levels. In Section 4, the three power models developed in Section 3 are further ana-
lyzed and discussed using typical scenarios to project real power consumption values
based on the available power ratings of different 5G RAN components. A comprehensive
comparative analysis is then performed based on the results obtained for the power con-
sumption of the three models. Section 5 offers insights into the RAN architectures of 6G
and introduces basic power consumption models. Concluding remarks are provided in
Section 6.

2. Related Work

Recent publications have proposed various strategies for modeling the power con-
sumption of mobile networks. In [4], equations for carrier aggregation and mMIMO
power consumption models were derived from three primary 5G deployment scenarios,
including the D-RAN. Additionally, [4] presented a power consumption model for virtu-
alized base band units (BBUs) in a cloud node, considering the effects of the cooling sys-
tem, workload dispatcher switch, and general-purpose CPUs. The total power consump-
tion of the RANs was analyzed based on these split alternatives.

By leveraging ML, researchers have developed realistic power models for 5G multi-
carrier BSs [8]. To construct these models, extensive data was collected and input into an
ML algorithm designed to simulate the operation of 5G active antenna devices. The model
was built and evaluated for accuracy using an artificial neural network (ANN).

The concept of virtualizing radio access networks (RANs) for 5G deployment has
been explored in [10]. Significant advancements in network function virtualization (NFV)
and software-defined networking (SDN) have enabled the virtualization of dual-site pro-
cessing as an alternative to traditional baseband unit (BBU) methods. Additionally, the
study analyzed the trade-off between mid-haul bandwidth requirements and power con-
sumption across different functional splits. Specifically, it has been noted that the band-
width affects the performance; hence, bandwidth requirements must be taken into con-
sideration by network operators. On the other hand, power consumption is an important
factor for optimizing the energy efficiency [10].

To achieve network scalability, enhanced flexibility, and cost reduction in the deploy-
ment of 5G/6G services, Ref. [11] focused on the application of network function virtual-
ization (NFV) and software-defined networking (SDN) at the core network level. A con-
troller managed all NFV and SDN control operations, and the core network’s proposed
energy-saving algorithm deactivated unnecessary network equipment and links based on
their usage. Simulation results presented by [11] showed that the proposed algorithm
could achieve energy savings of up to 70% compared to scenarios where all of the equip-
ment and links remained constantly active. Moreover, the authors demonstrated that the
proposed algorithm deployed in hybrid NFV and SDN scenarios realized energy savings
of up to 90% of figures achieved by full NFV or SDN networks.

An assessment of the advantages of SDN over traditional networking was conducted
by [12]. These advantages include enhanced flexibility in network management and the
improved energy efficiency of core networks through optimized routing. Specifically, a
strategy was proposed for categorizing SDN-based systems based on three primary char-
acteristics: traffic awareness, end-system awareness, and rule placement. The work
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carried out in [12] also emphasized the importance of balancing increased energy effi-
ciency with maintaining necessary levels of network performance.

The framework proposed by [13] primarily focused on optimization strategies for
traffic management and load balancing to enhance the energy efficiency of SDN. To
achieve this, a sleep-active mode was implemented, and a heuristic approach was em-
ployed for route selection. The mathematical model derived in [13] for the energy con-
sumption of SDN-based networks comprised three main components, namely switches,
controllers, and active links, and also catered for the network latency. Specifically, two
stacks of routing protocols are fed to the heuristic-based algorithms, which determine the
protocol having the lowest controller and link energy consumption. Thus, the route selec-
tion exercise is optimized by minimizing the links” and network controllers’ energy con-
sumption. Thorough simulations were conducted on two main types of networks, classi-
fied according to the number of their sizes, in terms of nodes and traffic profiles according
to the rate of traffic arrival. The first network type was comprised of a maximum of 50
nodes, 4 controllers, and 50 links, whereas the second network type included up to 150
nodes, 10 controllers, and 200 links. The performance of the heuristic-based algorithm was
assessed in comparison with conventional routing protocols such as the routing infor-
mation protocol (RIP) and open shortest path first (OSPF), using the traffic rates of the
order of 1000 packets per second. The results demonstrated that the proposed optimiza-
tion approach reduced the energy consumption for SDN traffic management and load
balancing by up to 25%.

In [14], two models for the power consumption of 5G standalone networks and a
novel routing technique for allocating BS load in scenarios requiring intercellular commu-
nication were developed. The study proposed solutions to evenly distribute connection
loads among BSs, focusing on optimizing wireless communications between user equip-
ment and the network, thereby maximizing the use of physical infrastructure. To enhance
the accuracy of power consumption predictions, Ref. [14] introduced a second model in-
corporating a novel cooling technique for 5G BSs. This model implemented a new routing
protocol that utilized shortest path algorithms with weights based on the BS’s power con-
sumption.

The power consumption of backhaul in heterogeneous mobile networks was com-
prehensively analyzed in [15]. The evaluation considered traffic levels and various tech-
nologies, including microwave and the gigabit passive optical network (GPON), within
fiber-to-the-home (FTTH) scenarios. A detailed breakdown of all of the components re-
quired for different designs was provided.

Most prior studies, including those discussed earlier, have concentrated on the power
consumption of individual network nodes. As outlined in Section 1, the primary aim of
this study is to determine the end-to-end power consumption of three main types of 5G
network architectures: 5G Distributed RAN (D-RAN) utilizing mMIMO technology, cen-
tralized 5G RAN with dedicated hardware for the central unit (CU), and 5G Cloud C-
RAN, which is analogous to 5G Cloud D-RAN. Conversely, preliminary research has been
conducted on power consumption models for 6G networks. For example, Ref. [16] pro-
posed an innovative architecture for a 6G network based on a Fog RAN (F-RAN). By in-
corporating photonic components, Ref. [16] evaluated the performance of the proposed
6G architecture using three main criteria: delay, power consumption, and energy effi-
ciency.

The research conducted by [17] proposes a Power over Fibre (PoF) pooling mecha-
nism to enhance energy efficiency, acknowledging the lack of a standardized framework
for 6G communications. The study emphasizes the more stringent requirements of 6G
technology, such as higher peak throughput speeds, reduced latency, and an improved
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energy efficiency compared to 5G. Consequently, [17] introduced algorithms to support
PoF pooling, enabling energy-aware device control and resource allocation management.

Building upon the previous research works, this paper proposes methodologies for
estimating the power consumption of different segments of 5G networks. The main nov-
elty of this paper is the development of end-to-end power consumption models for three
different RAN architectures of 5G. The paper culminates in offering some insights into
future works by discussing the power consumption of future 6G networks.

3. Power Models for 5G RAN

The D-RAN design has traditionally been the standard for mobile wireless network
deployments. In a D-RAN system, BS has its own backhaul connection to the mobile core
network. In contrast, the C-RAN architecture relocates the digital baseband processing
hardware, known as the BBU, from the BSs to a central location. This centralization allows
multiple RRHs to be serviced with simplified radio frequency (RF) electronics. Central-
ized processing for RANSs is gaining traction due to its commercial and technological ad-
vantages, with RAN transport rates expected to be nearly 15 times higher than those of
4G LTE (Long-Term Evolution) [18]. Specifically, the Third Generation Partnership Project
(3GPP) introduced a new and flexible design for the 5G RAN in Release 15 [19]. This de-
sign divides the BS, also referred to as a gNodeB or gNB (next-generation NodeB), into
three logical components: the centralized unit (CU), the distributed unit (DU), and the
radio unit (RU) [19]. According to [19], these components can perform various functions
within the 5G New Radio (NR) stack. The front-haul network plays a significant role in a
flexible RAN deployment for the transition from the common public radio interface
(CPRI) to the enhanced CPRI (eCPRI). This enhanced interface offers greater bandwidth
efficiency and facilitates interoperability between devices from various manufacturers.

Moreover, Ref. [20] illustrated the three distinct functional units that constitute the
RAN elements: CU, DU, and RU. In this configuration, the functions of the BBU are dis-
tributed among the CU, DU, and RU as follows: the CU hosts Layer 3 Radio Resource
Control (RRC) and Layer 2 Packet Data Convergence Protocol (PDCP) non-real-time op-
erations; the DU is responsible for Layer 2 Radio Link Control (RLC), Media Access Con-
trol (MAC), and higher-layer Physical (PHY) operations; and the RU handles Layer 3 radio
processing and higher-layer PHY functions [20]. The connection between the RU and the
DU is established through the front-haul-low layer (Front-haul-LL). Due to the require-
ment for low-latency transmission, the distance between the RU and the DU is typically
limited to 150 to 200 microseconds [20]. The Common Public Radio Interface (CPRI) is the
most widely used standard for transmitting baseband 1/Q signals from the BS to the radio
device. It is important to note the amplitudes of the in-phase signal ('I') and the quadra-
ture signal ('Q’) [21].

The CPRIis a highly effective and versatile I/Q data interface compatible with various
communication protocols, including GSM and LTE. eCPRI, which succeeded CPRI, spec-
ifies the requirements for connecting the Remote Radio Unit (RRU) and the DU. It is uti-
lized in 5G networks as well as LTE-Advanced and LTE-Advanced Pro networks [22]. The
5G front-haul is essential for enabling use cases such as Internet of Things (IoT) networks,
ultra-reliable low-latency communications (uURLLC), massive machine-type communica-
tion (mMTC), and enhanced mobile broadband (eMBB) [23]. The F1 interface, also known
as the front-haul-high layer (Fronthaul-HL), connects the DU and the CU. This interface
is also referred to as the mid-haul interface. Unlike the Front-haul-LL interface, the F1
interface is not constrained by latency requirements. Consequently, the Fronthaul-HL al-
lows for further centralization by linking a gNB-CU to a gNB-DU.

To enable independent software and hardware maintenance cycles, cloud RAN vir-
tualizes the baseband. In a fully cloudified cloud RAN, virtualized DUs (vDUs) manage
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real-time baseband operations, while virtualized CUs (vCUs) handle non-real-time base-
band operations [24]. The traditional one-size-fits-all approach to designing radio net-
works is no longer sufficient. According to [25], virtualizing the RAN edge facilitates the
development of innovative wireless solutions for both businesses and consumers. Cloud
RAN supports rapid service deployment and monetization, on-demand capacity scalabil-
ity, and an adherence to stringent latency requirements. Network slicing from the RAN
to the core network is increasingly important, and a fully cloudified cloud RAN solution
is crucial for this [26].

In the 5G D-RAN paradigm, all processing occurs at the cell site. Conversely, the 5G
C-RAN paradigm involves on-premises processing for the DU and RU, while the CU’s
processing is managed by a cloud or specialized hardware. According to [20], the 5G-
cloud C-RAN model positions the RU at the cell site, with DU and CU operations con-
ducted in the cloud. However, this centralized scenario requires an interface, referred to
as the fronthaul-low layer, to connect the RU to the remote DU. Similarly, the intercon-
nection of the DU and CU requires the midhaul interface, which is sometimes also referred
to as the fronthaul-high layer interface. These interfaces require a high transmission ca-
pacity of the order of 100 Gbps as well as a low latency for efficient communication. These
add to the complexity of the network. This co-location of BBUs and RF components at cell
sites in the D-RAN architecture, also known as conventional RAN, saves the need for such
fronthaul and midhaul connections, thereby simplifying the network deployment. The
autonomous operation of each cell in the 5G D-RAN model enhances resilience, as a fail-
ure at one cell site does not impact the others, ensuring continuous network functionality.
However, 5G D-RAN architecture is less efficient in resource utilization because it does
not allow resource pooling across cell sites. In contrast, 5G-cloud C-RAN and 5G C-RAN
architectures offer a greater network flexibility and scalability. These designs enable mo-
bile operators to optimize energy consumption by dynamically allocating resources based
on customer demand, leveraging shared processing capabilities across multiple cell sites.
Centralizing equipment also reduces operational costs by simplifying network mainte-
nance. Nonetheless, as noted by [26], the effectiveness of the cloud C-RAN model hinges
on high-capacity, low-latency front-haul links between the RU and DU.

3.1. End-to-End Power Consumption Model for 5G D-RAN with mMIMO

The power model formulated for the 5G D-RAN scenario assumes that the network
power consumption can be estimated by focusing solely on the power usage of the BS [4].
According to [4], the power consumption of a non-massive MIMO (non-mMIMO) BS is
determined by the power usage of all its active antennas. Each antenna comprises a power
amplifier, a radio frequency transceiver module, a BBU, a DC-DC power supply, and a
cooling mechanism. Consequently, in this context, the components considered for end-to-
end power consumption, as depicted in Figure 1, include PWss (the BS power consump-
tion), PWspn (the Core Network power consumption), and PWsL (the Backhaul network
power consumption). Figure 1 illustrates the composition of the BS, comprising the RU
and BBU unit situated in the same physical location. The BS is connected to the core net-
work node in a centralized location via the backhaul links.
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Figure 1. 5G D-RAN end-to-end power consumption model.

3.1.1. MIMO BS Power Consumption (PWss)

The BS is crucial in the 5G network as it provides wireless coverage to endpoints.
After receiving digital packets from the main network, the gNodeB BSs convert them into
radio signals. In 5G architecture, the BS redefines the BBU, RRU, feeder, and antenna into
the CU and DU, with the RRU and antenna merging into the active antenna unit (AAU)
[27]. This transition from a two-level structure in 4G to a three-level design (CU + DU +
AAU) in 5G networks represents the next step in wireless network evolution. According
to [28], this functional separation assigns the DU to manage the physical, MAC, and radio
link control (RLC) sublayers, while the CU oversees the packet data convergence protocol
(PDCP), service data adaptation protocol (SDAP), and radio resource control (RRC) sub-
layers. Additionally, the 5G mobile system’s access network incorporates enabling tech-
nologies such as millimeter wave (mmW), massive MIMO (mMIMO), heterogeneous net-
works (HetNets), and ultra-dense networks [4]. According to [29], mmW technologies en-
hance transmission rates by expanding the available bandwidth, increasing transmission
frequencies from 30 GHz to 300 GHz. However, mmW technologies are limited to small
cells due to a significant attenuation at high frequencies [30]. mMIMO improves spectrum
utilization and data transmission rates by connecting multiple antennas to a single BS [31].
Effective beamforming and spatial multiplexing, key properties of mMIMO, also help re-
duce interference. Nonetheless, challenges such as pilot contamination and channel cor-
relation must be addressed to fully realize mMIMO’s potential.

It is to be noted that mMIMO technology can be implemented across different fre-
quency bands, including millimeter waves (mmWave) to improve the multiplexing capa-
bilities of a large number of antennae. The specific frequency bands and the power re-
quirement of the transmission medium were not considered when elaborating the power
consumption models in this study

The power consumption model for the mMIMO BSs used in this study is adapted
from [4] and is formulated as follows:

K. PWy

oA + PWL + X3K3 + YoN + YN .K + Y,N.K? + AK.Ryg (1)
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In Equation (1), K is the quantity of user equipment (UEs) that are in active mode,
PWoutis the UE output power (downlink), nPA is the power amplifier efficiency, N is the
quantity of antennae deployed at the BS, X3 is the beamforming processing component
that has a linear variation with K3, Yois the power consumed by each transceiver module
that is connected to all of the antennae, Y1 is the beamforming processing component that
has a linear variation with N.K, Y2 is the aggregation of the contributions of the beamform-
ing processing and channel estimation and that has a linear variation with N.K?, Rutis the
throughput of UE, A is the aggregation of the power consumption needed by the cod-
ing/decoding operations and is a part of a backhaul network that is independent of load,
per bit of information, and PW/} is the power consumed in the circuit, independent of
load.

3.1.2. Backhaul Power Consumption (PWhsL)

Fiber backhaul is extensively recognized as the preferred option for 5G deployment
among mobile network operators. Furthermore, as previously mentioned, GPON and
NGPON are anticipated to be the most widely implemented access networks globally over
the next four years [32]. Consequently, this work considers GPON/NGPON as the back-
haul network technology for various 5G deployment scenarios, as depicted in Figure 2. In
this setup, the RU is connected to an ONT, collocated on the cell site. The ONT is con-
nected to the optical line terminal, usually located in a central office through the optical
distribution network. The OLT connects to the core network via the gateway equipment.

. [PWonr] [PWorr]
Optical Network py 3
Terminal Core Network
Optical Gateway equipment
Splitter
Optical N
BBU w ’ Line 0 N\ '
Terminal | SFP+ X{
[PWsep4]
Cell Site Central Office

Figure 2. Backhaul connectivity over GPON/NGPON technology.

According to [18,33,34], the overall energy consumption is the sum of the energy used
by all of the active devices and systems within the network architecture under considera-
tion. Consequently, the power consumption of the backhaul network, denoted as PWat,
for the GPON/NGPON scenario is calculated as follows:

PWpg, = NgsPWonr + NoprPWorr + Nsppy PWsppy (2)

In Equation (2), Nps is the number of BSs in the network, PW,yy is the power con-

sumed by an ONT, Ny, is the ratio [NSplitter PIZ:Z TVOLT Cards], Nonr is the total number of

ONTs being used in the network, Ngpjirer pores 18 the total quantity of splitter ports uti-
lized to establish the necessary connections for ONTs, Nyircaras is the total number of
OLT cards, Nggp; pertains to the total number of SFPs (small form-factor pluggable mod-
ules) installed within the network, and PWggp, is the power consumed by each of the
SFPs. Alternatively, the power consumption of the backhaul network, denoted as PWat,
for a point-to-point scenario is determined as follows:

PWg = NpsPWggs + Ngppi PWepp, 3)
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Control
Plane

Data Plane

Infrastructure

where PWggs is the power consumption of the Giga Ethernet (GE) switch at the cell site,
Ngpp, represents the total quantity of SFPs installed within the network, and PWsgp.,
represents the power consumption of each of the SFPs.

3.1.3. Power Usage at the Core Network Level

Software-Defined Networking (SDN), recognized as a crucial technology for orches-
trating and managing applications and services in 5G networks to enhance efficiency [35],
has been adopted at the Core Network level in this study across various network archi-
tectures. SDN has been considered as it is the main core network component of 5G. Figure
3 presents a simplified SDN architecture to elaborate on the power consumptions models
derived in this paper. The main purpose of implementing SDN technology is to simplify
the configuration of the core network and to increase the flexibility to adapt to traffic re-
quirements. The control plane has the responsibility of managing and controlling the net-
work whilst the data plane, comprising the connected switches, regulates the forwarding
of packets based on rules according to the flow tables loaded on the switches by the con-
troller.

In this study, the power model for the 5G core network is adapted from the works of
[13,24]. The power consumption of the SDN-based core network, denoted as PWjpy, con-
sists of three main components: controllers, switches, and Ethernet links. This model is
further corroborated by [12], which illustrates how SDN centralizes control plane func-
tions from forwarding devices, such as switches and routers, onto an SDN controller.

(I’raffic generated by applications>

PW,;. Power
consumption of
Controllers

Controller

Rules lStatistics

Switches PWe @

| smaE PWs;. Power consumption
I 7 of Switches
- - @ PWey . Power
‘\M— @ consumption of Ethernet
PWsi links

End Hosts Packet forwarding

B

§ LB
QELGEL@E

Figure 3. SDN architecture (adapted from [12]).

In this study, the power model for the 5G core network is adapted from the works of
[13,24]. The power consumption of the SDN-based core network, denoted as PWspy, con-
sists of three main components: controllers, switches, and Ethernet links. This model is
further corroborated by [36], which illustrates how SDN centralizes control plane
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functions from forwarding devices, such as switches and routers, onto an SDN controller.
Consequently, in this research, the power consumption at the core network level, PWpy,
is considered to be the sum of the power usage of the various elements that make up the
SDN architecture, which is outlined below, as follows:

PWSDN = Z}Ll(zlj X PWS] + Zyj XPWC]' + Z3j XL) +PWElk (4)

where PW;j is the power consumption of the controllers, PW; is the power consumption
of the switches, PWEx is the power consumed by the ethernet links, n represents the total
number of network elements, including switches, controllers, and latency queues, L rep-
resents the packets queued due to latency, and zi, z2, and zs are the constants derived from
the simulation based on the policy decisions of the SDN controller.

3.1.4. End-to-End Power Consumption (PWbkc)

Using Equations (1), (2), and (4), the end-to-end power consumption, denoted as
PWhbx, for a 5G D-RAN incorporating mMIMO technology, can be calculated as follows:
PWDEC=PWBS + PWBL + PWSDN

= le(% + PWH + X3K3 + YoN + YN .K + Y,N.K? + AK.Ryz ) + -
NpsPWonr + NoprPWorr + Neppy PWsppy + Xiq(21; X PWs; +

sz X PWC] + Z3j X L) + PWElk

where T is the total number of BSs in the network, PWspnis the power consumed by the
SDN-based Core Network, and PWsLis the backhaul network energy consumption. The
remaining parameters are specified in Equations (1), (2), and (4). Passive Optical Networks
(PONSs) are recognized as a reliable, resilient, and cost-effective solution for 5G backhaul
connectivity, as elaborated in [37,38]. Consequently, this 5G network model assumes a
GPON/NGPON backhaul integrated with a fully SDN-based core network.

3.2. End-to-End Power Consumption Model for Centralized RAN Architecture

In a centralized configuration, such as the 5G-Cloud D-RAN, the DU and RU opera-
tions are conducted on-site. Conversely, the CU functionalities are performed remotely
on specialized hardware. This is in contrast to a decentralized configuration. In Figure 4,
the NG-RAN design, which includes the RUs linked to the DUs through the front-haul
interface, is illustrated. The mid-haul links allow for the connection of numerous DUs to
a single CU. Conversely, the backhaul cables connect the CUs to the 5G core network as
shown in Figure 4. On the RAN side, several DUs, interconnected via the fronthaul links,
may be bound to a particular CU. It is to be noted that the functions of the CUs and the
DUs can be implemented either on dedicated bare metal servers or in virtual environ-
ments in a cloud network. Thus, the RAN power consumption is the aggregation of the
power consumed by the BSs, including the CUs and mid-haul links.
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Figure 4. NG-RAN architecture (adapted from [4]).

In line with previous works carried out by [4,34], the power consumed by the i-th BS

in the C-RAN architecture, PWgg, in this research is formulated as follows:
PWco;+ PWNF.
S PWps, = i PWpy, (1 - —2i—0
where PWyy, refers to the power consumed by the i-th implemented DU, PW¢; is the
power usage of the BBU host where the CU is situated, PWyg, is the network functions’

proportion of the power usage shifted to the CU, and PW,, is the proportion of the cool-

)+ PW,y ©)

ing power usage related to the i-th DU. The power used by the BBU host can be derived
as follows:

1 PWNFL-/
Gaco Nps
+

PWey = Xi PWpy, ( 100 100

) o
where Gacorepresents the cooling gain, Gast denotes the stacking gain, Gape refers to the
pooling gain, and PW,,, represents the additional power usage in BBU due to resource
pooling. It should be emphasized that Equation (7) is based on the assumption that the
CU is deployed in a dedicated bare metal environment, similar to that utilized for a single
DU.

Power utilized by the DU, PWbu, may be calculated using Equation (1), which addi-
tionally accounts for the power consumption by the RU and front link. Therefore, a gen-
eralized equation for the overall power used by the RAN can be evaluated as follows:

PWgan = 2i PWgs, + Xi PWyn, + Xk PWey, (8)

where PWygg, is the power used by the i-th BS (gNB), PWyy, is the power used by the i-
th mid-haul link, and PW(y, is the power used by the i-th CU. The power consumed by
the mid-haul segment varies according to the transport network technology selected, the
total number of BSs installed in the RAN, and the capacity requirement for each BS. Ref.
[4] assumed a scenario that involved optical dense wavelength division multiplexing
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technology to form a ring architecture. In this case, the power usage in the mid-haul seg-
ment is derived as follows:

PWyy, = [BWS"] (2 PW,, + PW’“)
MH; R, tx N,

)

where BWs,; is the capacity of the transport network required at the i-th BS considering
the functional split, R, is the rate of the transport network in Gbps, PW,, is the
transport network node’s power usage, PW,, is the power consumed by the ports that
cross connect on the transport network, and Ny constitutes the number of wavelengths
per fibre. So, for a 5G CRAN network implemented on a hardware infrastructure, the end-
to-end power consumption, PWyy, is stated as follows:

PWHCR = PWRAN + PWBL + PWCN (10)

By rewriting Equation (10), the following power usage model is obtained as follows:

PWCO]- + PWnNF.

1
])+ X PWpy, @4‘

100

PWycr = ZiPWDUi (1 - 100

PWNp]./
NBS[ Nps

100 Gag Gapa] PWaga | + (11)

PW,
N;C) + NgsPWegs + NeppPWspp +

IBWSi] (2 . PW,, +

tx
Z?=1(le X PWS} + Zyj X PWC] + Z3j XL) +PWElk

Equation (11) uses the same parameters as Equations (3)—(9). It can be anticipated
that GPON/NGPON technology will be used to deploy the backhaul segment, with the
core network configured with full SDN capability.

3.3. End-to-End Power Consumption for 5G Cloud C-RAN

The end-to-end power consumption model developed in this study for a 5G Cloud
C-RAN network in which the RAN is virtualized is based on [10,39]. The model is based
on three layers, namely the central cloud site (CCS), the remote sites (RMS), and the cell
layer site (CLS). The CCS is responsible for a portion of the processing needed at the RMS.
The latter manages the RUs deployed in the CLS for interconnecting the user devices to
the network. The power consumed by the front-haul and mid-haul segments serves as the
basis for calculating the total power consumption for the 5G virtualized RAN scenario.
The front-haul power consumption is calculated using the power consumed by the RRU
and the RMS links. Figure 5 depicts the mid-haul consumption, which includes both the
central cloud site and the remote site.
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Figure 5. A standard Cloud C-RAN power consumption model with virtualized CU and DU.

The power used by a virtualized RAN, PWvran, can be derived as follows:
PWygran = Ngy (PWry + PWyi) + FesPWey + (1 = Feg)PWpy (12)

where Ngy is the sum of RUs in the network, PWy, is the power attributed to an RU,
PW,;, is thelinks’ power consumption, Fgs is the function split from the cloud site, PWpy
is the power used by the DU (remote site), and PW is the power used by the CU (central
site). The RU’s power consumption model is based on [10]. This study presents the RU’s
power consumption as a function of its operating mode. PWs stands for power used when
there aren’t many active users in sleep mode, and PWa stands for power used when there
are active users. Thus, the following formula is used to determine the power used by the
RUs, PWry, as follows:

PWgy = YPW, + (1 — y)PWs (13)

where PW,represents the active mode power consumption of the RUs, Y is the propor-
tion of active RUs expressed as a percentage, PWs is the sleep mode power consumption
of the RUs. PW, can be derived as follows:

PWJR*

o«

PWA = Pfo + YUD (14)

where PWy, is the constant power usage in each RU, Yy, is the mean quantity of user
devices (UDs) connected to each RU, PW** is the upper threshold for the power ampli-
fier’s power, and « is the factor for direct current to radio frequency conversion. Presum-
ably, PW,, is estimated similarly as PWyy, for the C-RAN scenario. Also, since it repre-
sents the power consumption of mid-haul links between the remote sites and central sites,
the end-to-end power usage for a 5G Cloud C-RAN, PWvcg, can be evaluated as follows:

PWycr = PWypan + PWg, + PWey (15)

By rewriting Equation (15), the following power usage model is derived as follows:
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PWycr = Ngy [ (Y[Pfo + Yyup PWgm* /<] + (1 —y)PW;s +

BW

PW,
Rex (2 * PWyy + N;C)>] + FesPWey + (1 — (16)

Fes)PWpy + NpsPWees + NsppPWspp +
Z}lzl(zlj * PWS] + sz * PWC] + Z3j *L) +PWElk

Equations (4), (7)-(10), and (12)—(14) describe the parameters used in Equation (16).
Further, for the reasons mentioned previously, it is presumed that the backhaul employs
GPON/NGPON technology, while a complete SDN is implemented at the core network
level.

4. Findings and Discussion

Based on the power ratings of the various components used in 5G RAN and the typ-
ical values provided in the literature, this Section projects some real power consumption
figures using the three power models that were developed in Section 3 under typical sce-
narios.

4.1. Power Usage of 5G D-RAN

Equation (1) provided the power consumption model of the mMIMO BS deployed in
the 5G D-RAN scenario, as suggested by [4,40] and detailed in Section 3.1. Table 1 pro-
vides a summary of some of the typical values of the parameters given in Equation (1) in
the works under discussion.

Table 1. Typical parametric settings for the 5G D-RAN scenario’s mMIMO power consumption

model.
Parameter Value
nPA 0.39
X, 107 [W]
Y 3x103 [W]
A 1.15 [W/Gbps]
PwWk 20 [W]
Y, 1[W]
Y, 9.4 x 107 [W]

Ref. [9] examined the effects of mMIMO on the ratio of users to active antennas at-
tached to a BS under three different network loads. The active antennae unit and user
counts were used to create the models for BS power consumption. According to [4], a
system’s optimal energy efficiency is defined by a nearly linear relationship between the
number of active antennae (K) and user devices (N). Each antenna was assumed to have
a 0.1 W transmission power. Furthermore, Ref. [41] has demonstrated that the transmit
power varied roughly linearly with the number of installed antennae for the mMIMO sys-
tems’ energy efficiency optimization. A mMIMO-based BS implemented in the 5G D-RAN
topology is examined for the following scenarios in order to extrapolate the results from
[9,41]: In Equation (1), K is changed while all of the other values remain constant, and N
is changed while all of the other parameters remain constant.

Using the normal values from [4] and assuming a constant number of 50 active users
with a throughput of 1 Gbps, Equation (1) yielded the following results for the base station
power consumption, as illustrated in Figure 6.
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Figure 6. A variation of the BS power consumption (PWpgs) with K.

Figure 6 shows that the PWss rises approximately linearly as the number of antennae
increases. When 140 antennae are installed, the consumption peaks at 80 kW, with an av-
erage increase of about 600 kW for each new antenna. The results for the PWss change
with respect to N are likewise shown in Figure 7. Notably, 115 active antennae were
deemed sufficient based on the presumptions and standard values in [9,41]. A maximum
cell radius of 500 m and the uniform distribution of users within a radius of 35 m from the
cell core are two crucial model assumptions.

4
1.448 %40 T T T T T

PW_ (kW)

gl | | | | |
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Number of user devices, N

Figure 7. Variation of the PWpg with N.
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With a high consumption of 14,453 kW recorded for 50 users, Figure 7 shows that the
PWss rises linearly with the number of active users. Conversely, Equation (2) provides the
power consumption of the GPON/NGPON-based backhaul, or PWBL. Table 2 lists the
backhaul network’s typical power usage as provided in [15,11].

Table 2. Typical power consumption values for the GPON/NGPON backhaul.

Equipment/Component Typical Power Usage
Optical Line Terminal (OLT) —Backhaul 105 W
Optical Network Terminal (ONT)—Backhaul 24 W
SFP+ 4 W
Core Router 500 W

It can be assumed that each RU in the 5G network has an optical network terminal
(ONT) that links to a single optical line terminal (OLT) in order to assess the power con-
sumption of the GPON/NGPON backhaul. The fact that PON is a point-to-multipoint
technology with a physical range of up to 60 km lends credence to this [38]. Equation (2)
can be modified as follows to determine the backhaul power usage, utilizing the configu-
ration shown in Figure 2:

PWg, = NryPWont + NorPWorr + (2 + Ngy) X PWepp  PWye  (17)

where Npy is the number of RUs, PWy; is the network gateway switch’s power usage,
and the remaining parameters are described in Equation (2). Since heterogeneous and ul-
tra-dense networks are key technical enablers for 5G, it is imperative to investigate how
RU deployment impacts the end-to-end power consumption of 5G networks [35]. Figure
8 illustrates how the backhaul’s power usage varies with the number of RUs, as noted in
[15]. It shows that the power loss coefficient (PWst) grows almost linearly with the 5G
network’s RU count, rising by around 20 W per RU on average.

3000 T T T T
2500 7
2000 7

2 1500 | -

PW

1000 .

500 =

0 . . \ . \ | | \ .
0 10 20 30 40 50 60 70 80 90 100

Number of radio units, NRU

Figure 8. Variation of the PWjy; with the number of RUs.

Equation (4) in Section 3.1.3 provides the core network’s power consumption model.
Table 3 presents the typical values that were provided in [11,13] for the computation of
SDN-based core networks for various network sizes.
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Table 3. Common parametric settings for power consumption in the core network.

Parameter Typical Value
PWs; 1kW
PW,; 2kW

Z1j 0.5
Z2j 0.75
Z3j 0.8
L 6
PWei 0.5 W (Per link)

According to [42], in order to attain the best possible balance between dependability
and latency, it is also assumed that each controller switch is connected to four open flow
switches on average. Figure 9 illustrates the anticipated correlation between a network’s
size, n, and the power consumption of its core network based on the data utilized in [13].

4 X104 T T T T T T T T

0 I I I . I L . L
1 2 3 4 5 6 7 8 9 10

Network size, n

Figure 9. A variation of the core network power consumption with network size (n).

It is evident that the power consumption of the core network increases linearly with
network size, with each node consuming an average of roughly 3300 kW of power. By
guaranteeing a uniform flow of traffic across the different nodes, the SDN controller’s
function in controlling data flow elements and establishing connections throughout the
whole network explains the linear relationship [42]. The various components of a 5G D-
RAN network architecture are made up of the power consumption at the base station,
backhaul links, and the core network, which are combined as stated in Equation (5) in
Section 3.2. To assess the end-to-end power consumption of a 5G D-RAN, the following
assumptions are made as follows: According to the deployment density proposed in [4],
the number of active antennae is regarded as the primary dependent variable since BSs
are responsible for up to 80% of the total power consumption. The simulations conducted
in [4] show that an average value of 50 is assumed for Nru. At the core network level, the
end-to-end power consumption is assessed under a 100% network load maximum, and
an average value of N = 50 is considered for the number of active users in a mMIMO BS
scenario. These presumptions are meant to guarantee that the best possible balance
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between dependability and latency is achieved by optimizing each data flow piece and
the link that goes with it.

The end-to-end network power consumption is shown in Figure 10 after considering
all the factors mentioned above.

120 T T T T T T
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PWDEC (MWV)
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Number of antennas, K

Figure 10. Changes in the end-to-end power usage for 5G D-RAN scenarios based on the number

of active antennae.

After taking into account all of the previously discussed criteria, Figure 11 shows the
end-to-end network power usage. From Figure 11, it is evident that the power consump-
tion rises in a nearly linear fashion as the number of active antennae increases. As K
changes from 30 to 120, the power consumption per antenna increases by about 0.6 MW.
When 140 antennae are deployed, the 5G D-RAN’s power usage reaches a peak of 112
MW. Additionally, the breakdown of the total power consumption at the various 5G D-
RAN segments with an average of 115 active antennae is depicted in the bar chart in Fig-
ure 11.

Figure 11 illustrates that the BS is responsible for approximately 68%, or 65 MW, of
the 5G D-RAN model’s total power usage of 95 MW. These results support previous stud-
ies that found that in 5G mobile networks, BSs can use up to 80% of the power [35]. The
findings in Figure 11 contribute to the body of literature by exposing the end-to-end
power consumption of the 5G D-RAN and providing a more comprehensive examination
of power consumption.
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Figure 11. Breakdown of the 5G-DRAN’s end-to-end power usage.

Figure 11 illustrates that the BS is responsible for approximately 68%, or 65 MW, of
the 5G D-RAN model’s total power usage of 95 MW. These results support previous stud-
ies that found that in 5G mobile networks, BSs can use up to 80% of the power [35]. The
findings in Figure 11 contribute to the body of literature by exposing the end-to-end
power consumption of the 5G D-RAN and providing a more comprehensive examination
of power consumption.

4.2. Power Usage of 5G C-RAN

As previously said, Equation (6) in Section 3.2 can be used to compute the power
consumption for the i-th BS in a C-RAN, PWssi. Table 4 reports some of the typical values
of the parameters given in Equation (7), which were suggested in [4].

Table 4. Common parametric settings for the Base Station power consumption for the Centralized
RAN.

Parameter Typical Value
PWco 10
PWnr 15
GAco 0.2
GAsr 2
Nss 10
Gapo 5

PWadda 2W
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Figure 12 illustrates how the PWss varies with K for the 5G C-RAN scenario, based
on the typical values of the parameters listed in Tables 2—4.

x10*
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Figure 12. Changes in the 5G C-RAN scenario’s BS power consumption with active antennas.

The mid-haul power consumption, PWwms, was calculated using a ring architecture based
on optical dense wavelength multiplexing, as described in Equation (9) (see Section 3.2). Ac-
cording to Equation (9), the mid-haul power consumption is dependent on the number of
wavelengths per fiber, the rate, and the power used by the transport network nodes. Accord-
ing to the data presented in [43], this analysis used typical rates of transport network nodes
based on the type of SFP being deployed. Figure 13 illustrates the relationship between the
variation of mid-haul power consumption per port and the corresponding transmission rate,
which is obtained by modifying the standard parameter values from [4] to the architectures
taken into consideration in this work. It is evident that with higher transmission speeds of the
order of 100 Gbps, the mid-haul power usage drops below 10 W. This is because technology
like wavelength division multiplexing require fewer ports.
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Figure 13. Power usage per port during the mid-haul changes with transmission rate.



Mathematics 2025, 13, 466 21 of 38

The end-to-end power consumption, PWrcr, for a 5G network implemented with
hardware-based C-RAN is described in Section 3.3, Equation (11). The majority of the
power consumption in the 5G D-RAN design is found to occur at the BS level. Therefore,
K, the dependent variable, and the values from Tables 1 and 2 have been used to deter-
mine the end-to-end power consumption for the 5G D-RAN scenario. According to prior
relevant works conducted [43], it is believed that 31-Gbps ports are used for mid-haul
connectivity. The link between a 5G C-RAN’s overall power usage and the number of
active antennae, K, is shown in Figure 14.
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Figure 14. The change in the total power consumption of 5G C-RAN with K.

The overall power usage trend is rather comparable to that of the 5G D-RAN sce-
nario, as shown in Figure 14. However, for the corresponding K, the centralized 5G sce-
nario’s end-to-end power usage (84 MW) is around 12% lower than the decentralized to-
pology’s (95 MW). The breakdown of the total power consumption at the various network
segments of the 5G C-RAN is further depicted by the bar chart in Figure 15.
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Figure 15. Power consumption breakdown for the various network segments in a 5G C-RAN scenario.
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According to Figure 15, the BS uses about 54 MW of power, or about 65% of the net-
work’s total consumption of 8 MW. This result is in line with past studies [5,35], that
have demonstrated that in a 5G centralized network, the base station (BS) can be respon-
sible for up to 75% of the overall power consumption. Figure 15 further demonstrates that
the 5G C-RAN model uses about 12% less energy (84 MW) than the prior estimate (95
MW) for the 5G D-RAN scenario. The findings are consistent with earlier studies that
demonstrate how dynamic computational resource allocation in centralized 5G networks
can lower the power consumption [44,45].

4.3. Power Usage of 5G Cloud C-RAN

According to [45], Equation (12), which is described in Section 3.3, can be used to
calculate the overall power consumption, or PWvran, in a 5G Cloud C-RAN scenario. For
5G Cloud C-RAN architectures implemented with virtualized CUs and DUs, the end-to-
end power consumption, PWvcg, is defined by Equation (16) in Section 3.3. The parametric
parameters for the virtualized RAN power consumption, which were taken from the work
of [10], are shown in Table 5.

Table 5. Typical parametric settings for the virtualized RAN power consumption.

Parameter Typical Value
Ny 100
Y 0.4,0.6,0.8,1.0
PWp, 2W
Yup 15
PW 0.13
o 1
PWs 1
Fes 0-1
PWey 100
PWpy 20

Tables 1 and 2 previously described the parametric values for the network’s core,
mid-haul, and backhaul power consumption. The ratio of active remote RUs (Y) is the
main parameter taken into account when evaluating power consumption in the virtual-
ized RAN (VRAN). This is because, in relation to the total number of users, Y represents
the percentage of RRUs that are actively contributing. RRUs are the main energy consum-
ers in the virtualized RAN, as was previously mentioned. The link between the ratio of
active RRUs (Y) and the power consumption (PWvcr) of the virtualized RAN is shown in
Figure 16.

Figure 16 illustrates how PWvran rises nearly linearly as the proportion of active
RRUs rises. A 10% increase in Y results in an equivalent PWVRAN increase of about 3
MW. PWvran reaches a peak value of 47 MW while all of the RRUs are operating. Follow-
ing an analysis of the VRAN 5G network scenario, it was discovered that the BS was
mostly to blame for the power usage. Therefore, using the information in Tables 1, 2, and
3, the end-to-end power consumption of the 5G VRAN architecture (PWvran) has been
calculated, with the ratio of active RUs, Y, serving as the dependent variable. Addition-
ally, it is estimated that each RU has an average of fifteen user devices [10]. This assump-
tion is justified by the fact that a minimum number of active RRUs and DUs for such a
high number of user devices is required to ensure the greatest possible balance between
network efficiency and dependability.
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Figure 16. VRAN power usage fluctuation with active RRUs.

Additionally, it is estimated that each RU has an average of fifteen user devices [10].
This assumption is justified by the fact that a minimum number of active RRUs and DUs
for such a high number of user devices is required to ensure the greatest possible balance
between network efficiency and dependability. The power consumption variation of a 5G
network based on VRAN in relation to Y is shown in Figure 17.
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Figure 17. The variation in the overall power usage for VRAN 5G with active RUs.

In accordance with both the centralized and decentralized situations, Figure 17 illus-
trates that the overall power usage tends to increase linearly with the ratio of active RUs.
However, for a similar number of active RUs, the centralized design required 84 MW of
power, whereas the 5G Cloud C-RAN scenario used 71 MW. As a result, the total amount
of power used is reduced by 15%. The latter observation further supports the claim that
virtualizing the RAN results in a more efficient use of computer resources [4]. Figure 18
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shows a bar chart that breaks down the 5G Cloud C-RAN network’s total power con-
sumption by section.
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Figure 18. Power consumption breakdown for various network segments in the VRAN-based 5G
network.

The end-to-end power consumption of the three 5G network architectures examined
in this study —the virtualized 5G RAN scenario (PWvcr), the centralized 5G architecture
with hardware-based CU deployment (PWhcr), and the 5G decentralized network sce-
nario (PWbpec)—is depicted in Figure 19. The parameters taken into consideration are mod-
ified from the works of [4,8-10,12,13], and a comparison study has been conducted for the
comparable ranges of active RUs.
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Figure 19. Comparative analysis for PWpec, PWrcr, and PWvcr.
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The comparison study incorporates typical values from [13,15], assuming an equal
power consumption at the backhaul and core network levels for all three scenarios. This
assumption is based on the use of PON technology in all three 5G models, which requires
only a single OLT to connect all of the RRUs. Additionally, it is assumed that SDN archi-
tecture controllers optimize the traffic flow by utilizing all of the network elements to
achieve an optimal latency-reliability compromise. Power models were developed for
three different scenarios, with the number of active antennas or RUs being the primary
dependent variable. As illustrated in Figure 20, the end-to-end power consumption for
the three scenarios increased almost linearly with the number of active antennas. Further-
more, the power usage attributed to the BSs ranged from 41 MW to 65 MW, accounting
for 58% to 68% of the total demand for the 5G network globally. These findings align with
previous research indicating that base stations can account for up to 80% of the total power
consumption in 5G networks [35].

The findings indicate that the 5G D-RAN architecture exhibits the highest power con-
sumption among the three evaluated architectures: 5G D-RAN, 5G C-RAN, and 5G Cloud
C-RAN. Specifically, the power consumption for the 5G D-RAN scenario was measured at
95 MW. In comparison, the 5G C-RAN scenario demonstrated a power consumption of 84
MW, which is approximately 12% lower than that of the 5G D-RAN. Previous studies, such
as those by [44,45], have highlighted that 5G C-RANs can achieve a reduced power con-
sumption through dynamic resource allocation and virtualization techniques. Furthermore,
consistent with the findings of [10], the 5G Cloud C-RAN network was observed to consume
significantly less power, at 71 MW, compared to both the 5G C-RAN (84 MW) and 5G D-
RAN (95 MW) scenarios. This represents a reduction in power consumption of approxi-
mately 12% and 25%, respectively. Figure 20 illustrates the comparative end-to-end power
consumption across the three 5G network topologies considered in this study. It is im-
portant to note that the analysis assumed 115 active antennas, as detailed in Section 4.1.
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[ IMidhaul Network
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Power Consumption (MW)
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Figure 20. A comparison of the end-to-end power usage of 5G networks.
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5. Perspectives on 6G RAN Architectures and Potential Power Models

Since there are currently no 3GPP standard specifications for the 6G RAN, a review
of the RAN models being proposed for 6G is presented in this section. A few power mod-
els that could be used in 6G are also presented.

5.1. Proposed 6G RAN Architectures

The initial deployment of 6G technology is anticipated for 2027. However, numerous
proposals for 6G RAN architectures have already been put forward. The white paper ref-
erenced in [46] offers valuable insights into the potential opportunities, benefits, and chal-
lenges associated with Open RAN architectures, including those for 6G networks. This
research underscores the necessity of adopting innovative approaches to the design and
implementation of mobile networks to meet the diverse requirements of future deploy-
ment strategies and usage models. According to [46], “open RAN" is characterized as a
software-virtualized RAN comprising discrete components with open interface stand-
ards, such as open fronthaul. This approach, which leverages collaboratively developed
open interfaces and standards, facilitates implementation on non-proprietary hardware
and software. Furthermore, Open RAN enhances the network performance and user ex-
perience by integrating intelligence through open platforms based on artificial intelligence
and machine learning.

The advent of 6G networks is expected to bring significant benefits through the adop-
tion of open and disaggregated network designs. Firstly, these networks can be custom-
ized to meet the specific requirements of various use cases, thereby addressing the diverse
needs of different applications. Open RAN exemplifies this approach by enhancing effi-
ciency and scalability through the migration of network functions to the cloud. Addition-
ally, the introduction of new interfaces alongside the existing 3GPP open interfaces, as
proposed by Open RAN, can increase market flexibility and potentially boost competition
within the telecommunications supply chains. By facilitating the reuse of multi-vendor
network components and the integration of new elements to support 6G scenarios, open
and disaggregated network architectures can significantly aid the transition to 6G [46].

Future mobile networks are expected to continue the trend of network horizontaliza-
tion, which includes features such as hardware/software separation, management, and
exposure. The advent of 6G presents an opportunity to re-evaluate and enhance the 3GPP-
standardized functional architecture to better align with network horizontalization. An
effective orchestration of the RAN and core networks is essential to harmonize infrastruc-
ture, administration, and tools, which have been key focus areas in the development of
open RAN. In the 6G era, achieving network horizontalization involves several competi-
tive architectural strategies, including cloudification and orchestration, the implementa-
tion of an open fronthaul interface to enable flexible RAN disaggregation, and the expo-
sure of the network through new interfaces and control components derived from the
current O-RAN design. To meet the increasing demand for ubiquitous connectivity across
both societal and industrial sectors, 6G networks are designed to support a broader range
of use cases. The drive towards a more open and intelligent network, while maintaining
simplicity and sustainability, is guided by diverse criteria. Network horizontalization is
viewed as the ongoing trend towards the convergence of previously isolated technology
domains, such as telecommunications and IT, onto a unified service platform. Openness
is anticipated to be a crucial element in the evolution of 6G, as it is vital for component
and system interoperability, system efficiency, and service innovation.

Moreover, [46] asserts that energy efficiency and the reduction of the carbon footprint
are central to the development of next-generation mobile networks. Despite a tenfold im-
provement in energy efficiency per bit, the transition to 5G has led to increased cell and
antenna density, resulting in a tenfold rise in energy consumption. As 6G progresses
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towards higher frequencies, such as Terahertz (THz), the challenge of energy consump-
tion will intensify due to denser networks and smaller cells. Therefore, a significant re-
duction in energy consumption per bit is a key incentive for 6G solutions. These solutions
offer several energy efficiency benefits, including system-on-chip technologies that pro-
duce less heat, power amplifiers with higher energy efficiency, innovative features like
deep sleep software functionality (which can reduce the power consumption of mMIMO
radios by up to 70% during off-peak hours), and the ability to switch traffic to the most
energy-efficient bands. However, several challenges may arise with the implementation
of an open RAN design. It is widely recognized that managing multiple vendors and open
interfaces introduces security risks. Additionally, it can be complex to oversee the lifecy-
cle, integrate various platforms (such as the RAN Intelligent Controller (RIC) and Service
Management and Orchestration components), and ensure their seamless operation across
different vertical use cases. Furthermore, the mix-and-match approach of the end-to-end
(E2E) solution can be problematic due to the network’s complexity, particularly in inte-
grating components from various vendors. These factors could impede widespread com-
patibility among vendors.

The application of Artificial Intelligence (Al)-based Radio Access Networks (RAN)
in the transition from 5G to 6G technology has been examined in [47], emphasizing aspects
such as the planning and optimization of RF resources, network reach and capacity man-
agement, and use cases across various industries. Deep learning (DL), a subset of machine
learning (ML), and Al are considered central to the innovative technologies of 6G. These
technologies facilitate communications at multiple layers using millimeter wave
(mmWave) and THz waves, and support channel detection and modulation categoriza-
tion at the physical layer. Additionally, DL is utilized for channel assignment and beam-
forming design at the link layer. In mmWave and THz systems, channel estimation fre-
quency and the associated overhead can increase significantly due to micro-range channel
variations. AI-RAN systems can predict network traffic patterns, adjust network capacity,
and reduce the need for over-provisioning. Furthermore, AI-RAN can optimize network
resource allocation in real-time, ensuring an efficient distribution of resources to meet user
demands. Intelligent automation and orchestration facilitated by AI-RAN can lead to bet-
ter decision-making. Al aids the industry by automating routine network tasks and en-
hancing service delivery, allowing operators to focus on more strategic activities. Another
feature enabled by AI-RAN is network slicing, which allows network operators to create
virtualized network segments tailored to specific user needs. With Al, RAN networks can
become more reliable, flexible, and efficient, while also reducing costs and improving de-
cision-making.

The next generation of networks is anticipated to be significantly shaped by AI-RAN.
Employing deep learning techniques to optimize network performance, predict traffic
patterns, and efficiently allocate radio resources could greatly enhance 6G RF planning
and optimization. AI methods can self-adjust parameters such as antenna tilting, beam-
forming, and power control by analyzing vast amounts of data, thereby improving signal
quality, reducing interference, and increasing the overall network efficiency. Addition-
ally, the coverage and capacity management of 6G AI-RAN networks can be dynamically
adjusted in real-time to meet demand, ensuring an optimal service with minimal conges-
tion. However, integrating AI-RAN architecture will require substantial computational
power, efficient methodologies, and robust infrastructure to manage the increased com-
plexity and processing demands [47]. In a similar research direction, the exploration of
Open RAN'’s application of Artificial Intelligence has emerged as a promising field. Re-
searchers have investigated methodologies and technologies to enable virtualization, net-
work slicing, and multi-vendor interoperability while leveraging open-source software
within Open RAN frameworks to enhance network performance, resource allocation, and



Mathematics 2025, 13, 466

28 of 38

scalability. Open RAN advocates for open interfaces and software-defined networking to
improve network flexibility, interoperability, and cost efficiency [48].

Integrating current terrestrial communication systems with aerial radio access net-
works (ARANSs) represents a promising new direction. Utilizing satellites, drones, and
unmanned aerial vehicles (UAVs), ARANs can rapidly establish a flexible access network
on demand. As we advance towards a comprehensive 6G global access infrastructure,
ARANS are expected to facilitate the development of efficient mobile communication sys-
tems. The framework proposed by researchers in [40] outlines the deployment of Aerial
RANSs over 6G networks. By employing aerial base stations (ABSs), ARANs provide end
users with a radio access medium delivered from the sky for Internet services. Common
examples of ABSs include UAVs, drones, balloons, and airplanes. Terrestrial macro base
stations or miniaturized satellites can offer backhaul links. Future research is anticipated
to benefit from a comprehensive and standardized reference model that integrates exist-
ing systems into a multitier and hierarchical ARAN.

An ARAN architecture typically consists of three main components: a primary seg-
ment that includes a cross-tier networking infrastructure shared among Aerial Base Sta-
tions (ABSs) at Low Altitude Platform (LAP), High Altitude Platform (HAP), and Low
Earth Orbit (LEO) altitudes; a frontend interface that provides terrestrial and aerial access
points to collect user connections; and a backend interface that connects the ARAN infra-
structure to terrestrial core networks. Developing energy consumption models for aerial
communications necessitates careful consideration of various factors, such as different
types of UAVs, flight speeds, accelerations, payloads, and environmental conditions like
weather. These factors are crucial because UAVs often operate in highly variable environ-
ments, which significantly affect their flight capabilities. For example, a UAV can achieve
higher speeds with a lower energy consumption when flying with the wind. Additionally,
ambient temperature can directly impact efficiency by affecting battery life [40].

5.2. Power Consumption in 6G Networks

The telecom sector is increasingly concerned with rising energy consumption, a trend
that extends to 6G discussions, where the goal is to achieve continuous service growth
while reducing network energy usage. In their report, [49] describe how the mobile indus-
try is preparing to design the new 6G standard, which aims to provide even greater energy
savings than 5G NR. As a new generation technology, 6G offers a unique opportunity to
address the significant energy costs associated with cellular networks, with the RAN ac-
counting for up to 76% of energy consumption. To create a more energy-efficient network,
it is crucial to understand traffic characteristics and ensure that 6G can leverage deploy-
ment designs that centralize RAN operations to minimize energy usage. The radio prod-
uct industry is also increasingly adopting a lower-layer split, which enhances RAN pro-
cessing resource coordination, virtualization, adaptability, and hardware pooling, yield-
ing substantial benefits. The lean architecture of 5G NR, which prioritizes data-related
transmissions and eliminates unnecessary ones, has been highly effective, enabling net-
works to save considerable energy through micro-sleep.

Building on the successful implementations of lean design in 5G, it is prudent to ex-
tend these principles into 6G. Key considerations for 6G lean design include enhanced
time-domain lean design, which involves further reducing the time-domain footprint of
signals associated with idle mode, such as system information broadcasts, paging, and
random access, and increasing the opportunities for micro-sleep transmission and recep-
tion in network equipment. Spatial domain lean design can limit system information
transmission to a subset of transmission locations and utilize single-frequency-network
(SFN) transmission formats to expand coverage. Frequency domain lean design focuses
on improving solutions that enable carriers to operate without transmitting system
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information, as the regular transmission of downlink mobility reference signals (RS) is not
necessary for all of the carriers; only certain carriers need to support specific criteria and
functions, allowing for a dynamic adjustment of the carrier capacity to meet current traffic
demands.

The next 6G system presents a significant opportunity to enhance lean design im-
provements and ensure that all user devices support these features from the initial release.
Achieving an energy-efficient network requires careful tuning based on real-time traffic
and performance needs. The design must prioritize the scalability and rapid adaptation
to maintain the optimal operation with the fewest active hardware components. Enhanced
visibility into end-user experience and real-time network energy utilization enables a fast
and precise hardware setup and management [49,50]. Similarly, [51] emphasized the crit-
ical need for sustainable energy solutions in future wireless networks as the number of
connected devices and mobile terminals continues to grow. In response, 6G sustainable
networks are rapidly emerging to provide energy-efficient solutions for connected net-
works.

A power optimization model for 6G-enabled massive IoT networks aimed at enhanc-
ing the system performance while minimizing the power overhead due to the large num-
ber of connected devices was developed in [51]. By optimizing power resource manage-
ment, the proposed network was tested for the maximum power allocation and spectral
efficiency across various network operations with different precoding schemes. Notably,
cell-free networks are emerging as a highly promising technology for 6G communication
scenarios. Cell-free massive MIMO is an innovative approach that employs a distributed
network of access points (APs) to support a large number of users, with each AP serving
a subset of users. The study proposed two user-scheduling algorithms to allocate users
among the APs. The performance of the proposed model was evaluated for different pre-
coding schemes, considering parametric variations in AP deployment, Channel State In-
formation (CSI) availability, spatial correlation, and the number of antennas at the AP. It
was found that APs with numerous antennas and a less dense deployment achieved better
spectral efficiency.

For both maximal ratio (MR) and local minimum mean square error (LPMMSE) pre-
coding, the network performance declines with a spatial correlation in distributed net-
work operations when the access point (AP) manages all signal processing. With perfect
channel state information (CSI), 95% of network users employing the partial minimum
mean square error (PMMSE) precoding should experience a 4.1% improvement in spectral
efficiency (SE). Additionally, the system’s performance, incorporating power optimiza-
tion mechanisms, was evaluated using the proposed user-scheduling methodologies.
Each AP sets its maximum power at 141.7 mW for users with strong channels and its min-
imum power at 3.19 mW for users with weak channels using centralized PMMSE precod-
ing. The Minimum Distance Scheduling (MCS) algorithm enhances the spectral efficiency
for all users compared to the MDS algorithm. It was also observed that fractional power
allocation achieves the optimal performance, providing most users with a higher spectral
efficiency.

To mitigate the environmental impact and energy consumption of future cellular net-
works, it is crucial to explore network energy saving (NES) solutions as we advance to-
wards 6G wireless technology. This technology promises ultra-high data rates, exception-
ally low latency, and a substantial increase in the number of connected devices. The 3rd
Generation Partnership Project (3GPP) has proposed the use of network-controlled re-
peaters (NCRs) to enhance the network coverage cost-effectively. In this context, [2] ex-
amines NES methods for future 6G networks and recommends optimal NES strategies
aimed at maximizing the network’s overall energy efficiency. As a cost-effective and en-
ergy-efficient approach to enhancing the performance of future 6G networks, repeaters
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facilitate power reductions at next-generation nodeB (gNB) and improve both the overall
energy efficiency (EE) and spectrum efficiency (SE).

The primary objective discussed in [2] was to optimize a set of parameters for next-
generation nodeB (gNB) and network-controlled repeaters (NCR) to achieve the highest
possible network energy efficiency (EE). The study measured the EE benefits and the as-
sociated spectral efficiency (SE) losses by examining trade-offs between the energy-effi-
cient operation and quality of service (QoS) degradation for user equipment (UE). This
was accomplished through an analytical study of basic network configurations with and
without a repeater (or NCR), and a comprehensive simulation of the entire system to as-
sess the effects of energy-efficient operations in a realistic network rollout. Recommenda-
tions were made to implement network energy saving (NES) and energy-efficient opera-
tions using various power amplifier (PA) technologies. The analysis considered two main
scenarios: direct and indirect network topologies. The direct topology involved a direct
connection between UE and gNB, with variable parameters at the gNB including the num-
ber of active antenna elements for transmission, their respective PA output power, and
bandwidth, while the number of receiving antennas for the UE was assumed to be fixed.
In the indirect scenario, an NCR was used to connect the UE to the gNB. For evaluating
the system’s energy efficiency, the NCR’s parameters, such as the proportion of antennas
involved in transmission and reception processes, along with the gNB’s settings, were
considered.

The power consumption model presented for the gNB and network-controlled re-
peaters (NCRs) is detailed below.

PWgNB(DLK) = Pfo,gNB+ XX PWnotPA + Q) X PWPA (18)

where PWy, g yp is the constant power consumption component that does not vary with gNB
settings, PW,,.p, is the power consumption not related to the power amplifier and varies
according to the number of radio units deployed, PWp, is the power consumption of power
amplifiers, and the power consumption of power amplifiers is calculated as follows:

NATxn,gNnBXPAODgNB
SthxPWRU

1
XX (PWect,pr — PWrx gng) (19)

where NAr,, svp is the number of antenna elements actively involved in transmission,
PAop p is the power amplifier output power of every antenna element, and StdTxPW gy
is the standard transmit power of each radio unit. 7 is the normalized power amplifier
efficiency, and PW . p, is the reference value, and PWy,  yp is the constant power con-
sumption component that does not vary with gNB settings.

The power consumption of the network-controlled repeater is calculated as follows:

PWycr (DLK) = PWexner + PWicyncr + PWirxncr (20

where PW g, ycp is the standard component related to the network-controlled functions of
the NCR, PW,.,ncr is the power consumed by the analogue receive front-end of NCR,
and PW,, ncr is the power consumed by the analogue transmit front-end of NCR.

The simulations were conducted using a 28 GHz band with 400 MHz of the operating
bandwidth, assuming a fully loaded gNB and 100% buffer traffic. In the link-level direct
topology scenario, energy efficiency improved by approximately 30%, albeit with a rate
degradation of up to 10%. Conversely, varying the power amplifier efficiency resulted in
a 60% improvement in energy efficiency, accompanied by a 20% decrease in spectral effi-
ciency. For the indirect topology scenario, simulations revealed a 56% increase in energy
efficiency, with a rate performance drop ranging from 3% to 20% when the energy effi-
ciency optimization algorithms were applied. Ref. [2] demonstrated that NES techniques
could be employed to adjust the transmit and receive the parameters of gNB and NCR,
enhancing energy efficiency (EE) and reducing network power consumption. According
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to our link and system-level findings, it is more energy-efficient in high SNR regimes to
prioritize energy efficiency over spectral efficiency. Incorporating bias judgment and ad-
vanced power amplifier technology significantly improved energy efficiency compared to
outdated power amplifier technologies. Additionally, networks utilizing repeaters bene-
fited from enhanced spectral efficiency and contributed to power savings in gNB by lev-
eraging the robust backhaul link, leading to a higher overall energy efficiency. Therefore,
repeaters represent a cost-effective and energy-efficient approach to enhancing the future
6G network capacity and coverage.

6. Conclusions

5G is seen as a highly promising technology due to its improved mobile capacity,
extremely reliable low latency, and sufficient support for MTC (machine-type communi-
cations). When contrasted with previous generations of mobile technology, the power
consumption of 5G networks has grown tremendously. The 5G networks’ requirement for
denser mobile equipment has been the primary cause of this rise in power requirement
[52]. For 5G technology to be financially and environmentally sustainable, improving en-
ergy efficiency is primordial. This study establishes a comprehensive framework for
achieving the critical goal of optimizing the end-to-end power consumption in 5G net-
works. It analyzes the power usage of various components across different network seg-
ments in three primary deployment scenarios of 5G technology: 5G D-RAN with mMIMO
technology, 5G C-RAN with dedicated physical hardware (similar to 5G Cloud D-RAN),
and 5G Cloud C-RAN with virtualized DUs and CUs.

A detailed comparative analysis was performed for these three topologies using the
available power ratings of different 5G RAN components and typical values from the ex-
isting literature. The study assumes the application of NGPON/GPON and SDN technol-
ogies in the backhaul and core network segments, respectively. It was found that the num-
ber of active radio units (antennae) significantly impacts end-to-end power consumption.
The study demonstrated that the power consumption for the three architectures increases
almost linearly with the number of active antennae. Among the scenarios, 5G D-RAN was
identified as the highest power consumer. The study also confirmed that BSs are the larg-
est power-consuming components within the 5G network, with power consumption rang-
ing from 41 MW to 65 MW across the three models. This accounts for 58% to 68% of the
global 5G network consumption. The 5G C-RAN scenario showed an approximately 12%
lower power consumption than the 5G D-RAN scenario due to the dynamic allocation of
computational resources. Additionally, the virtualized RAN 5G scenario consumed up to
25% less power than the decentralized architecture, attributed to the enhanced and dy-
namic resource allocation based on traffic requirements. However, it requires an addi-
tional mid-haul bandwidth between virtual CUs and DUs to ensure the required data
rates are met.

Future research should focus on developing energy efficiency metrics to devise opti-
mization strategies at different network segments, particularly at the Base Station level,
which consumes the most energy. Furthermore, real-life data sets could be used with ma-
chine learning techniques to develop and implement optimization strategies, unlocking
the vast potential of 5G technology across various industries. We believe that the 5G
power model proposed in Sections 3 and 4 can potentially be used as a framework to
develop a power model for 6G. Moreover, this model can also be relevant for initial 6G
RAN architectures which are projected to be backward compatible with 5G and operate
in tandem.
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The capacity of the transport network required at the i-th BS considering the
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Ngs The number of Base Stations in the network
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Ny The number of wavelengths per fibre in the transport network
PW,y The proportion of the cooling power usage related to the i-th DU in the 5G
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architecture

PW/,  The power consumed in the circuit, independent of load

The power usage of the BBU host where the CU is situated in the 5G Cen-

tralized scenario

PWycr  The end-to-end power consumption for 5G Centralized RAN architecture

PW,,  The links” power consumption for the 5G Cloud C-RAN architecture

PWynr  The power consumed by an ONT

The power consumption of the Radio Access Network segment in the 5G

Centralized scenario

PWgy  The power attributed to an RU

The sleep mode power consumption of the RUs for the 5G Cloud C-RAN ar-
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The sum of the power usage of the various elements that make up the SDN
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The power consumed by each of the SFPs.

The end-to-end power consumption for the 5G Cloud C-RAN architecture
The additional power usage in BBU due to resource pooling in the 5G Cen-
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The upper threshold for the power amplifier's power for the 5G Cloud C-
RAN architecture

The constant power usage in each RU for the 5G Cloud C-RAN architecture
The transport network node’s power usage

The power consumed by ports that cross connect on the transport network
The rate of the transport network in Gbps pertaining to mid-haul links

The mean quantity of user devices (UDs) connected to each RU

The factor for direct current to radio frequency conversion

The aggregation of the power consumption needed by the coding/decoding
operations and part of backhaul network that is independent of load, per bit
of information

The cooling gain

The pooling gain

The stacking gain

The quantity of user equipment (UEs) that are in active mode

The packets queued in 5G Core Network due to latency

The quantity of antennae deployed at the Base Station

The total number of network elements, including switches, controllers, and
latency queues in 5G Core Network

Backhaul network power consumption

Base Station power consumption

The power consumption of the controllers in 5G Core Network

The end-to-end power consumption for 5G Decentralized RAN architecture
The power consumed by the ethernet links in 5G Core Network

The power consumption of the switches in 5G Core Network

UE output power (downlink)

The throughput of the UE

The beamforming processing component that has a linear variation with K3
The proportion of active RUs expressed as a percentage for the 5G Cloud C-
RAN architecture

The power consumed by each transceiver module that is connected to all an-
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The beamforming processing component that has a linear variation with
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controller
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ANN
AP
ARAN
BBU
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CPRI
CPU
C-RAN
CSI
CuU
D-RAN
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Fronthaul-HL
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FTTH
GE
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HAP
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IoT
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MAC
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mMIMO
mMTC
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Aerial Radio Access Networks
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Central Processing Unit

Centralized Radion Access Network
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Enhanced Common Public Radio Interface
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Giga Ethernet

Gigabit Passive Optical Network
High Altitude Platform
Heterogeneous Networks

Internet of Things

International Telecommunications Union
Low Altitude Platform

Low Earth Orbit

Local Minimum Mean Square Error
Long-Term Evolution

Media Access Control

Minimum Distance Scheduling
Multidimensional scaling

Machine Learning

massive multiple-input multiple-output
massive machine-type communication
millimeter wave

Maximal Ratio

Network-Controlled Repeater
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NES Network Energy Saving
NGPON Next Generation Passive Optical Network
OLT Optical Line Terminal
ONT Optical Network Terminal
PA Power Amplifier
PDCP Packet Data Convergence Protocol
PHY Physical
PMMSE Partial Minimum Mean Square Error
PoF Power over Fibre
QoS Quality of Service
RAN Radio Access Network
RF Radio Frequency
RIC Radio Access Network Intelligent Controller
RLC Radio Link Control
RRC Radio Resource Control
RU Radio Unit
SDAP Service Data Adaptation Protocol
SDN Software Defined Networking
SE Spectral Efficiency
SFN single-frequency-network
SFP small form-factor pluggable module
UAV Unmanned Aerial Vehicle
UE User Equipment
uRLLC ultra-reliable low-latency communications
vCUs virtualized Centralized Units
vDUs virtualized Distributed Units
VRAN Virtualized Radio Access Network
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